
• We consider synthesized MS images of 17 discrete channels, including 

panchromatic, RGB, infra-red, and short-wave infra-red channels using 

publicly available NASA AVIRIS database.

• The CNN in each stage consists of 4 convolutional layers. The 

networks are trained to perform block-wise image fusion with a block 

size of 32×32.

• The training data set contains 138 pairs of high-resolution aerial multi-

spectral images and their corresponding low-resolution measurements.

The networks are trained to super-resolve from 128×128 to 256×256.

• The test set consists of 4 aerial MS images. At test time, the networks 

super-resolve from 256×256 to 512×512.

• The given MS image y can be modeled as measurements 

of unknown high-resolution MS x through a blurring and 

down-sampling operator A

• The fusion problem can be posed a constrained 

optimization problem, where the constraint set is the set of 

high-resolution images.

• The optimization problem can be solved using projected 

gradient descent.

• However, usually both the constraint set and the projection 

operator cannot be expressed analytically.
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• There is a fundamental trade-off between spectral resolution 

and spatial resolution.

• Our goal is to achieve high resolution in both spectral and 

spatial domains by fusing the information in the images.

• We propose a hybrid model/data-driven approach inspired 

by well studied signal processing algorithms.

 Using A = I

 Learning A jointly with the CNN

• We propose to unroll the PGD iterations for a predetermined 

number of iterations and use a trained neural network as the 

projection operator.

• The convolutional neural network (CNN) is trained to map to 

the space of high resolution images using Euclidean loss.

• Note that the input images are first up-sampled using bicubic 

interpolation.

• As A is unknown, we can make a simplifying assumption that 

A is equal to identity.

• The linear inversion problem reduces to the problem of 

denoising and the PGD algorithm can be solved in one step. 

This makes the algorithm equivalent to [1].

• We also propose jointly learning the blurring operator A, 

jointly with the projection operator.

• We assume that the blurring is uniform over the entire 

image. Thus, we can model A using a single convolutional 

kernel KA of size S×S (we use S = 9 in our experiments).

• We also enforce additional constraints on KA so as to 

make it a valid blurring operator.

• We compare with two learning based baselines – Shrinkage Fields 

[2] and DeepCASD [3]. Our results yield higher PSNRs and are 

sharper in quality.

*SL performed this work while at MERL.

where the coefficients of kernel KB are learned and KI is 

the identity filter.


